
Crowdsourcing Thumbnail Captions via Time-Constrained Methods

CARLOS AGUIRRE, Johns Hopkins University, USA

AMAMA MAHMOOD, Johns Hopkins University, USA

CHIEN-MING HUANG, Johns Hopkins University, USA

Speech interfaces, such as personal assistants and screen readers, employ captions to allow users to consume images; however, there is
typically only one caption available per image, which may not be adequate for all settings (e.g., browsing large quantities of images).
Longer captions require more time to consume, whereas shorter captions may hinder a user’s ability to fully understand the image’s
content. We explore how to effectively collect both thumbnail captions—succinct image descriptions meant to be consumed quickly—
and comprehensive captions, which allow individuals to understand visual content in greater detail. We consider text-based and
time-constrained methods to collect descriptions at these two levels of detail, and find that a time-constrained method is most effective
for collecting thumbnail captions while preserving caption accuracy. We evaluate our collected captions along three human-rated
axes—correctness, fluency, and level of detail—and discuss the potential for model-based metrics to perform automatic evaluation.
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1 INTRODUCTION

The rapid expansion of information available online necessitates new avenues of information consumption; for example,
browsing through news feeds on social media platforms such as Twitter, Facebook, and Instagram and consuming
information via images has become commonplace. “Thumbnail” presentations, which are textual or image previews,
enable people to browse through a plethora of information via infinite scroll before deciding what to consume in depth.
Ideally, thumbnail presentations provide internet users with just enough information to decide what to consume when
navigating the ever-increasing amount of information online.

In contrast, speech interaction users rely on screen readers and image captions when consuming online information.
Given that a small percentage of online images have captions available [12], efforts to increase the number of captions
online has focused on generating automatic alternative text (AAT) [7, 15, 45, 47] and crowdsourcing captions for image
datasets [39]. AAT generators and crowdsourcing mechanisms typically generate one caption per image, which does
not afford the kind of rapid information browsing that thumbnail images could potentially provide. For instance, Apple
devices allow Facebook to announce image alt text for screen reader users [33] and other notifications in its hands-free
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mode [19]; however, the AAT generated for images is very rudimentary (e.g., “Image may contain tree, sky, outdoor”
[33]). Additionally, announcing long or tedious image descriptions may not always be desirable for screen reader users.
Hence, thumbnail captions may provide a more useful format for these types of interactions. Another use case of
thumbnail captions is the consumption of online information by Blind and Visually Impaired (BVI) individuals; short
captions with fewer details, while not enough to fully mentally visualize images, can provide enough flexibility to skim
through a plethora of images for information of interest, whereas long, detailed captions may hinder a BVI individual’s
ability to quickly sift through posts on their timeline.

Recent research has explored methods of interaction with multiple descriptions for one image [24, 30, 31]; in particular,
Morris et al. [30] illustrated the potential benefits of multi-level progressive detail interaction—wherein the first caption
of the progressive detail is meant to be equivalent in detail to standard alternative (“alt”) text, while subsequent captions
may reveal more information—to support better comprehension and flexibility by providing more control as to how
much information a BVI individual wants to receive. Furthermore, it was suggested by the participants in this study
that details should be carefully ordered to reflect how a sighted person interprets an image in a step-by-step manner.
Motivated by how multi-level progressive detail image descriptions may be employed to design better interactions for
BVI individuals, we explore how to effectively collect thumbnail captions to afford faster browsing of imagery for
speech interaction users in general.

Providing descriptions with multiple levels of detail for online images is a cumbersome task for alt text authors, espe-
cially as it is already unlikely for such image descriptions to be provided in the first place [12, 28]. While crowdsourcing
mechanisms come with their own sets of known challenges in obtaining image descriptions [39], previous works have
developed effective methods for collecting image descriptions [17, 46], leading to the creation of image caption datasets
[7, 15]. However, it is unclear whether we can leverage similar crowdsourcing mechanisms to obtain thumbnail captions

or captions with specific levels of detail.
As a step toward enabling captions for images with specific levels of information, in this work we are interested

in designing crowdsourcing mechanisms to effectively obtain captions with two levels of detail: 1) “thumbnail,” short
captions containing only the information essential to succinctly describe an image and 2) “comprehensive,” long
captions describing all aspects of an image in greater detail. To this end, we compare conventional methods for
collecting descriptions with online workers, wherein we textually specify the level of detail desired, and a new, time-
constrained collection method that limits how much time a worker has to view the image before providing a description.
The rationale behind this time-constrained method is that it leverages the most salient information about an image,
which humans extract from a quick glance. Specifically, we allow online workers to view an image for only 500
milliseconds, hypothesizing that this timed method will yield thumbnail captions with fewer—yet correct—details. We
evaluate the effectiveness of these text-based and time-constrained methods to collect captions with different levels of
detail by measuring caption accuracy and detail with both human ratings and model-based metrics. This work makes
two main contributions:

• We propose and validate a time-constrained method for the effective collection of thumbnail-style image captions.
Thumbnail captions are concise descriptions intended to aid speech interaction users in browsing online images.

• We explore and empirically validate model-based metrics for assessing the human-rated level of detail in image
captions with the goal of enabling future automatic evaluations.
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2 RELATED WORK

2.1 One Caption Does Not Fit All

Current approaches to image captioning rely on a single image caption�also referred to as alt text or image description�

to textually convey information pertaining to an image [45]. However, research involving BVI individuals has highlighted

the need for di�erent types of descriptions depending on context and content, demonstrating that one-size-�ts-all

approaches to image captions are suboptimal for speech interaction users' understanding and consumption of images

[13, 18, 20, 24, 28, 30, 41]. While prior research has focused on the delivery of captions via various speech modalities

(e.g., varying speed of speech [8]), recent work has explored di�erent methods of transmitting information by providing

multiple descriptions per image; for example, Zhong et al. [47] created an interface for region-based image descriptions

that stitched together separate images (regions) and their crowdsourcing descriptions. In addition to these �spatial

captions,� Morris et al. [30] explored novel interactions for consuming images through screen readers, including

progressive detail; the goal of progressive detail is to give users control over the amount of information and the time

they need to understand an image. To achieve this, content authors must provide multiple descriptions for a single

image and the logical order in which the screen reader should convey these descriptions; shorter, more essential

descriptions would be read �rst by the screen reader, followed by longer and more comprehensive ones. Morris

et al. experimented with three levels of detail and speculated that their implementation was �exible to a di�erent

number of levels; additionally, their study participants demonstrated preferences for speci�c levels of detail (i.e., some

participants preferred only two levels). Having two captions available�one short, high-level preview and one long,

more comprehensive description�is also suggested by the Web Content Accessibility Guidelines (WCAG) for complex

images (e.g., graphs and �gures [2]) and other survey studies of BVI individuals' preferences in consuming images

[20, 28]. Following these recommendations, recent work has explored creating new speech interactions for image

consumption by combining spatial and two-detail-level interactions [24, Image Explorer], as well as evaluation tools for

descriptions [18]. In our study, we also consider two levels of detail,thumbnail (essential) andcomprehensive. Rather

than focusing on the usefulness of the descriptions to BVI individuals, we �rst study the e�ectiveness of the collection

methods that can be used at a large scale for crowdsourcing captions with varied levels of detail.

2.2 Image Caption Collection

Creating alt text for images is a challenging task for both content authors and automation. Twitter and other social

media services have tried to address accessibility problems by allowing authors of content (posts, stories, and Tweets)

to provide alt text to their images; however, only� 0.1% of Tweets with images have alt text, revealing the need for

automated methods to collect image descriptions [12].

Prior work has focused on scraping previously existing captions of similar images available online [14, 47] and using

human-in-the-loop approaches to produce captions for solicited images [1, 36, 44]. However, these approaches share

challenges�including cost, speed, and privacy�suggesting the need for alternate methods [15] such as AAT generators,

which are cheaper, faster, and more private than human-in-the-loop collection. Social media platforms such as Facebook

have recently begun to deploy AAT generators with positive outcomes [45]. Multiple datasets have been developed to

train AAT generators; however, there remains a need to explore methods of collecting such datasets at a larger scale.

Microsoft Common Objects in Context (MS COCO) [7], one of the �rst image caption datasets, set the standard for user

interfaces that collect descriptions for images on a large scale through crowdsourcing; since then, most other image

caption datasets have used collection methods inspired by the MS COCO crowdsourcing interface [15]. For consistency

3



IUI '22, March 22�25, 2022, Helsinki, Finland Aguirre, et al.

with prior work, we use a modi�ed version of the MS COCO interface for ourcontrolcollection method. In addition, we

explore the e�ectiveness of collection methods that use either text-based instructions or time-constrained interactions

to collect captions with speci�c levels of detail.

2.3 Image Caption Evaluations

While there is obviously a need for AAT generators, the resulting generated captions are not up-to-par for the BVI

community and often require human corrections [37]; furthermore, it has been shown that BVI individuals are overly

trusting of automatically generated captions [29], rendering caption quality a critical issue. Quality evaluation is one

of the biggest challenges in using large-scale crowdsourcing methods [13]. Prior research focused on the evaluation

of image descriptions has mainly been conducted in the setting of collecting datasets for automatic image captioning

[7, 11, 16, 21� 23, 25]; these methods utilize a wide range of natural language processing tools, from relatively simple

n-gram matching algorithms like bilingual language evaluation understudy (BLEU) [32] to vision-language trained

models such as ViLBERTScore [23]. However, the majority of these methods of evaluating image captions rely on

matching them against reference descriptions [11, 21].

Due to the subjective nature of image captions (i.e., there may be several correct descriptions for a single image), it

is standard practice to include more than one correct caption when evaluating image captioning datasets (reference

caption). For instance, MS COCO [7] collected �ve reference captions per image and employed commonly used metrics

for text similarity to evaluate the distance (similarity) between the candidate and reference captions [7]. However, these

initial metrics, including BLEU [32], METEOR [10], and ROUGE [26], are sub-optimal for comparing similar (rather

than identical) descriptions, as they su�er from common pitfalls such as not recognizing synonyms and over-sensitivity

to overlapping n-grams of otherwise semantically distinct descriptions [3]; these limitations have also been observed in

machine translation and sister tasks, where these metrics were �rst employed. Since the development of these metrics,

there has been considerable progress on new metrics for text similarity and speci�cally evaluating image captions

[4, 16, 22, 23, 25] which attempt to address these issues, although the original metrics remain the most commonly used.

In this study, we expand on how some of these new metrics perform when compared to human evaluations.

3 METHODS

3.1 Collection Methods for Obtaining Image Descriptions

In this study, we explore text-based and time-constrained methods for collecting image descriptions. Fig. 1 depicts our

online interface used to collect captions via the following four methods that we experimentally studied in this work:

� Control. Thecontrolcollection method uses the instructions from MS COCO [7] with three modi�cations to

adapt the task for BVI individuals: 1) the inclusion of �important to a person who is blind� [15] in the main

instruction; 2) the removal of the instruction that prohibits proper names in descriptions, as BVI individuals

prefer descriptions with proper names if an image contains a famous person [40]; and 3) the removal of the

instruction that limits captions to at most one sentence to allow for greater �exibility in providing di�erent levels

of detail.

� Text-based comprehensive information (Comprehensive). Thecomprehensivecollection method adds to the

basic instructions by prompting workers to write �the mostcomprehensive� description of the image. We expect

descriptions collected via this method to be longer in length and contain more detail as compared to those

collected via the control method.
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Fig. 1. Our online interface for obtaining image captions via four collection methods: control, comprehensive, essential, and timed.
For the first three collection methods (control, comprehensive and essential), the text instructions specify the required detail level of
the caption (top). For the timed collection method (bo�om), when the user selects theSee Imagebu�on, the image appears following
a countdown of 3 seconds and disappears a�er a fixed interval of 500 milliseconds.

� Text-based essential information (Essential). Theessentialcollection method adds to the basic instructions

by prompting workers to write �the mostessential� description of the image. We expect these descriptions to be

shorter in length and contain fewer details as compared to the control descriptions.

� Time-constrained (Timed). Thetimed collection method has the same instructions as the control method

but limits the time the workers can view an image to 500 milliseconds, analogous to how a sighted person

would brie�y view an image while browsing online. To decide the length of the time constraint, we referred to

prior work on human signal processing, which has found that humans are able toclassifyimages in under 150

milliseconds [42]. We ran small pilot studies amongst colleagues to test task di�culty for 500-, 1,000-, 3,000-, and

5,000-millisecond time windows; with no clear variance in task di�culty reported by participants, we chose the

smallest time window, 500 milliseconds.

3.2 Experimental Task and Procedure

We collected image captions from online workers on Amazon Mechanical Turk as following prior research [7, 15]. For

each collection method, workers were instructed to provide descriptions for sets of images from the MS COCO captions

dataset [7]. As recommended by prior work [40], we created four sets of six images selected by the authors to balance
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