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Figure 1: We explore how first-person demonstrations may capture natural behavioral preferences for task performance and
how they can be utilized to enable user-centric robotic assistance in human-robot collaborative assembly tasks.

Abstract

We explore first-person demonstration as an intuitive way of produc-
ing task demonstrations to facilitate user-centric robotic assistance.
First-person demonstration directly captures the human experience
of task performance via head-mounted cameras and naturally in-
cludes productive viewpoints for task actions. We implemented a
perception system that parses natural first-person demonstrations
into task models consisting of sequential task procedures, spatial
configurations, and unique task viewpoints. We also developed a
robotic system capable of interacting autonomously with users as
it follows previously acquired task demonstrations. To evaluate the
effectiveness of our robotic assistance, we conducted a user study
contextualized in an assembly scenario; we sought to determine
how assistance based on a first-person demonstration (user-centric
assistance) versus that informed only by the cover image of the
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official assembly instruction (standard assistance) may shape users’
behaviors and overall experience when working alongside a col-
laborative robot. Our results show that participants felt that their
robot partner was more collaborative and considerate when it pro-
vided user-centric assistance than when it offered only standard
assistance. Additionally, participants were more likely to exhibit
unproductive behaviors, such as using their non-dominant hand,
when performing the assembly task without user-centric assistance.

CCS Concepts

• Human-centered computing → Collaborative interaction;
• Computer systems organization→ Robotics; • Computing
methodologies→ Vision for robotics.
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1 INTRODUCTION

As we continue to develop collaborative robots to assist people
at work and in the home, it is important to ensure that everyday
users can easily customize, or �program,� their robotic assistance to
meet their needs and that they can comfortably interact with their
robot assistants. These design goals, if met, will lead to enhanced
user experience and long-term adoption of such assistance. In this
work, we explore�rst-person demonstrationas an alternative way
of robot programming by demonstration, in which users program a
collaborative robot by simply performing the task. In this method, a
user's demonstrated program is recorded by head-mounted cameras
that directly capture rich task contexts and natural user behavior
during task performance (e.g., how their hands are interacting
with various task objects); �rst-person viewpoints encapsulate a
wealth of subtle behavioral preferences that collaborative robots
can leverage to provide more user-friendly support.

We contextualized our exploration of �rst-person demonstration
and its use in human-robot collaboration within the domain of
furniture assembly, which often involves common manipulation
tasks (Figure 1). In our exploration, we �rst developed a percep-
tion system capable of parsing a natural �rst-person demonstration
into an operational task model. We also developed an autonomous
robotic system that can utilize an acquired task model to assist
people in a user-friendly way; speci�cally, the robot presents as-
sembly parts to users similarly to how they would perform the
task themselves. We then conducted a user study to evaluate our
systems and examine how �rst-person demonstration may help
enable user-centric robotic assistance that can positively shape
human-robot collaboration.

In the next section, we review the relevant prior research that
motivates this work. We then describe our method for represent-
ing demonstrated tasks from �rst-person demonstrations and our
implementation of an autonomous robotic system that provides
user-centric assistance (Section 3). In Section 4, we describe the
user study that sought to evaluate the e�ectiveness of user-centric
robotic assistance and to explore how such assistance may shape
user experience and behavior during human-robot collaborations.
Finally, we conclude this paper with a discussion of our �ndings
and the limitations of this work in Section 5.

2 RELATED WORK

We review relevant prior research from three areas: programming
by demonstration, task representation, and �rst-person vision.

2.1 Robot Programming by Demonstration
Research on robot programming by demonstration (PbD) [4,8,9], or
learning from demonstration, aims to reduce barriers to authoring
custom robot skills for people with diverse backgrounds and needs.
To this end, prior research has explored various authoring methods,
including kinesthetic teaching [1, 20], vision-based demonstrations
[15, 53, 55], teleoperative demonstrations in virtual reality [56],
and behavioral instructions [24, 26, 33, 46, 47, 50], as well as ac-
cessible programming interfaces that involve visual programming
[3, 17, 22, 42] and situated programming [16, 45]. In addition to
the exploration of interfaces and methods for skill authoring, prior

research has also investigated how demonstrated skills may be
applied to a variety of task con�gurations [2, 15, 27, 52, 55].

This work explores an alternative method for authoring robot
skills. Arguably, the most simple and e�ective method of task
demonstration is to simply perform the task. In this work, we ex-
plore �rst-person demonstration, in which head-mounted cameras
capture exactly how a human demonstrator performs a task. We
note that �rst-person demonstration is di�erent from showing a
task to a learner via a teaching process (e.g., [25,55]), which requires
consideration and estimation of the learner's perspective during
the teaching of the task. In contrast, �rst-person demonstration
allows a learner to directly channel a teacher's perspective.

Similarly, Yu et al. sought to capture the �rst-person perspective
by �xing a camera behind a human demonstrator [55]. However,
their setup was unable to acquire dynamic information about the
demonstrator's head movement, which approximates the demon-
strator's attentional focus during task demonstration. The most
similar work to ours is perhaps that of Lee and Ryoo [28]; in their
work, a robot learned collaborative behaviors from example videos
in which humans executed the same collaborative behavior from a
�rst-person viewpoint. However, in their robotic system implemen-
tation, dynamic viewpoint changes from the human demonstration
were not emphasized in the robot reproduction of the collaborative
behavior. In contrast to these prior works, we focus on dynamic
�rst-person demonstration of complex manipulation tasks.

2.2 Task Representation
To enable e�ective human-robot collaboration, various task repre-
sentations have been explored, including Finite State Automaton
[38], Hierarchical Task Network (HTN) [19], and Markov Decision
Process [41]. We provide a brief discussion of the HTN due to its
similarity to our proposed FEAsT model detailed in Section 3.1.
An HTN represents a tree structure where a leaf node denotes a
primitive action or goal and a parent node denotes the abstraction
or composition of its children [35]. Prior research on human-robot
collaboration has investigated variations of HTNs (e.g., [10,19]) and
employed HTNs to enable interactive learning from demonstration
[35], to develop transparent task planners [43], and to generate col-
laborative plans [34]. In this paper, we present a similar hierarchical
structure to represent an egocentric assembly task demonstration,
where �rst-person viewpoints are an important degree of informa-
tion. We additionally present an algorithm to recover viewpoint
information from the hierarchical structure.

2.3 First-Person Vision
First-person vision (FPV), or egocentric vision, naturally captures
the region of human attention [31]. Applications of FPV have in-
cluded activity recognition [31, 32, 44, 51, 54], object detection
[29, 32], activity-based salient object detection [7], motion predic-
tion [6, 48], and joint attention estimation for social scenarios [49].
In addition to applications involving pure image analysis, FPV has
also been used as a command tool for disabled users to control a
robotic wheelchair [30].

We conjecture that FPV can provide unique, task-relevant infor-
mation critical to complex manipulation skills. For instance, when
assembling a piece of furniture, a person may need to move their
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