User Needs and Design Opportunities in End-User Robot Programming
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Abstract

We report on a user study that sought to understand how users program robot tasks by direct demonstration and what problems they encounter when using a state-of-the-art robot programming interface to create and edit robot programs. We discuss how our findings translate to design opportunities in end-user robot programming.
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1 Introduction

The increasing emergence of assistive and collaborative robots in everyday human environments, such as schools, hospitals, and homes, has the potential to greatly increase quality of life by enabling robotic assistance with daily living tasks, tedious errands, and difficult or unfilled jobs. For robots to assist to their fullest abilities in these capacities, they must be capable of adapting to changing demands, environments, and scenarios. However, developing a robot that can autonomously respond appropriately to every possible situation is currently an intractable problem. End-user robot programming offers an alternative approach that facilitates the integration of assistive and collaborative robots into human environments in the short term.

Research in end-user robot programming seeks to enable end-users, including those without a technical background, to easily program a robot to perform custom tasks with contextual constraints [5]. One of the most common robot programming paradigms that has emerged is Programming by Demonstration (PbD), also known as Learning from Demonstration (LfD) or imitation learning [4, 6, 7]. For the PbD method of robot programming, end-users can demonstrate or teach a robot skills and the application of skills to different task configurations (e.g., [2, 8, 16, 26]). Several different modalities for providing these demonstrations have been explored, such as kinesthetic teaching [1, 11, 18], natural language [14, 15, 17, 22–24], video-based demonstrations [8, 25, 26], visual programming interfaces [3, 10, 13, 19], situated specification [9, 21], and teleoperative demonstrations through motion capture [12, 20] and virtual reality [27]. Among these methods, kinesthetic teaching enables end-users to program a robot by physically guiding it through a task, whereas visual programming allows a user to specify a robot program graphically. Today, PbD is often implemented as a hybrid of kinesthetic teaching and visual programming. Below we report on a user study that sought to examine the ease of use and learnability of one such composite interface, Universal Robots’ Polyscope (Figure 1).

2 User Experiences in End-User Robot Programming

To explore user experiences in programming a collaborative robot, we designed four common manipulation tasks, which involved stacking, hanging, and pouring task objects such as blocks, cups, and towels, and asked participants to complete the tasks with a UR-5 6-DOF robotic arm. Participants were instructed to use kinesthetic teaching to program the robot and were free to use either continuous trajectories, waypoints, or a combination of both during the programming process.

Following informed consent, the participant was provided with a tutorial on how to use the state-of-the-art programming interface for the UR-5, the Polyscope interface on the teach pendant device that comes with the robot. They were then asked to program a practice pick-and-place task. After completing the practice task, the participants completed four tasks using the programming interface.

For the purposes of the study, the participant could correct the program as many times as they wanted until they were happy with the task result. The participant was stopped, regardless of their progress, fifteen minutes before the hour to complete an open-ended task.
interview and demographics questionnaire. The study was video recorded, and participants received $10 USD for study completion.

Eight participants (6 females) were recruited for the study, with ages ranging from 19 to 57 ($M = 31.13, SD = 16.22$). Participants came from various backgrounds and disciplines and had varying degrees of experience in programming and technology.

2.1 Observations and Findings

Below, we summarize key observations and findings from our study, highlighting user frustrations and challenges in specifying and editing robot programs.

Challenges with Programming Interface. The majority of our observations from the user study and interview related to problems users found with the programming interface. In particular, we found that participants had a poor mental model of their programs, especially those that involved waypoints. This problem led to participants being unpleasantly surprised by the results of their programs. For example, one participant thought that trajectories between waypoints were recorded and represented actual paths that the robot would later trace through. Such inadequate understanding often led to a task failure or unexpected collision with obstacles.

Nevertheless, participants preferred waypoints to recording continuous trajectories, as they found that using the path recording command built in Polyscope required a high cognitive load since they had to keep track of several steps to complete the recording. Two participants forgot to record the path during one of the tasks, which required keeping track of several task steps and may have made keeping track of all the recording steps even more difficult.

Participants also thought the programming interface could be visually and spatially improved. Some participants found the tab structure of the Polyscope interface confusing, especially towards the beginning of the study, since it separates robot action selection from robot action parameter specification. One participant suggested that it would be more intuitive for command selection and editing to be located in one central location. Similarly, a few participants found that there was irrelevant or redundant information on the screen. One participant suggested that the use of color could help with visual organization, especially considering that the current interface is largely monochrome.

Challenges with Kinesthetic Teaching. Three participants directly mentioned how difficult programming the robot using kinesthetic teaching can be during the interview, while some participants conveyed this indirectly when they expressed tiredness while programming the demonstration or when they showed reluctance in, or even decided to forego, correcting their incorrect programs. In addition, participant fatigue during kinesthetic teaching resulted in extraneous movements and lag time, where no movement occurred, in most of the participants’ programs using continuous recording.

Challenges with Program Editing. We also observed aspects related to how the process of making corrections to a program could be improved. Two participants mentioned that it was hard to correct the program without having any visualization of the demonstration to refer to. They said that it would have been useful to have a 3-D visualization of the entire path during corrections. Furthermore, several participants wanted to check their work in the process of programming, or even wanted to view the result of the program before editing, but there was no easy way to do this with the Polyscope interface. Similarly, one participant mentioned that it would have been useful to have a feature that could easily bring the robot to a specific point in the program. In a similar vein, participants commented that there is no easy way to undo actions by restoring the state of the program before adding a command using the current interface. Without these capabilities, users were often forced to restart the demonstration from the beginning to make a correction, which they found difficult and frustrating.

3 Design Opportunities in End-User Robot Programming

Based on the observations and feedback we received from participants, we identified several design opportunities for end-user programming interfaces.

Program Visualization and Interface Organization. End-user programming interfaces should have some form of 3-D visual representation of robot programs to help users form and preserve appropriate mental models of their demonstrations, especially those involving waypoints, since waypoints can be confusing without visualization of their locations and surrounding context. Effective end-user programming interfaces should also minimize prerequisite and requisite steps for programming by including simple “one-step” programming actions and commands to minimize cognitive load for users. Interfaces should minimize use of tabs and keep similar actions and commands coherently grouped together. They should organize information in a manner such that items irrelevant to the task do not contribute to visual clutter. Color could be a useful tool for structuring information in interfaces, though it should not be over-relied upon since not all populations are able to see all colors.

Editing and Debugging Capabilities. Visualization is not only critical to the process of specifying robot programs but also essential to effective editing and debugging. In addition to visualizing the full robot program, end-user robot programming interfaces should have easy-to-use replay capabilities to visualize contextualized portions of the robot program. Moreover, since undoing actions is a critical part of editing and correcting, interfaces should have easy and quick-to-use undo capabilities. These capabilities will directly enhance programming efficiency, allowing users to make changes without starting over with a new demonstration.

Overall, the user experiences that we observed demonstrate that there still remains room for improvement in current end-user programming interfaces with respect to increasing usability and maximizing user productivity. In addition to drawing inspiration from user needs, the design opportunities we describe in this report build off of existing software programming interfaces (e.g., undo, breakpoints) and animation authoring tools (e.g., simulated preview, trajectory illustration and editing), suggesting that designers can draw tools from various sources to create user-centered end-user robot programming toolboxes.
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